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Abstract— Analysis cluster method is a popular science in the knowledge of partitioning data in the areas of engineering, medicine, economics and statistics are used to perform machine learning, data mining and other data grouping. This method is often used because it is very easy and able to partition data quickly on large data sets. Cluster analysis plays an important role in classifying the object, depending on the application; object can be in the form of signals, customers, patients, news, and other plants. This technique is a nonparametric technique which is very much applicable in real cases. Clustering techniques can be grouped into two major classes: partitioning the cluster (K-means) and hierarchical cluster. There are two kinds of clustering techniques are often used. The first is the K-means and the second is a hierarchical clustering. In this research uses of investment data as the primary data source will be analyzed by comparing the two algorithm methods, both of the above algorithm to find the final solution using high-level programming language. In this research result that quite the same in application data to planning the industrial estate area.
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I. INTRODUCTION

Clustering techniques have been well known and widely used studies in engineering and social knowledge. The main purpose of Clustering is a grouping of a large number of methods from data / object into a cluster (group) thus in each Clustering will contain data which as closely as possible with identify using distance (Euclidian) [13],[10]. Partitioning cluster is one of the most commonly used is the k-means where simplicity and speed in classifying large dataset and then hierarchical clustering of the clustering hierarchy. For k-means, k indicates the number of clusters in which the value of k specified by the user or the user. For cases where there is no consideration of a competent expert or expert in their field, the value of k will be easily determined. But it often happens that the value of k is to be determined by looking at the data. Hierarchical clustering using different partitioning approaches such as K-means clustering. In clustering hierarchy initially each data point is a cluster and then each data point is calculated similarity with the other data points in which the two most similar data points will be merged into one cluster. This is done repeatedly to form the next cluster until the cluster will eventually get one, depending on the user to a point where clustering will stop in accordance with the desired number of clusters, to see the similarities and the lack of resemblance to the use of distance, if the distance between the two points greater then both the point is not similar in this study will use the distance as the formation of clusters and industrial data as the primary data to be processed and then compared [13].

II. CLUSTERING

A. Hierarchical Clustering

In hierarchical cluster compute the distance of each object with any other object. Furthermore, we will find a partner who has a close object distances. So that each object will be paired with one object to another object or group that has the closest distance. The Steps - that must be done in this clustering is as follows:

• Categorize each object to the group / its cluster.
• Find the most similar pair to put in the same cluster by looking at the data in a matrix of similarity (resemblance).
• Combine two objects into a single cluster
• Repeat until the remaining one cluster

1. Similarities and dissimilarities

There is a kind practical way that could be doing in combining data from two or more objects into one cluster typically used similarities size or dissimilarities. The more similar higher chance of objects grouped in a single cluster. Conversely the lower odds do not like to be grouped in a cluster, to measure the similarity and dissimilarity between the data / object can be used multiple sizes. To be used cosine similarity measure, covariance and correlation. As for the size
of the distance, dissimilarities can be used as a means of identification. In a measure of similarity, the greater value means more similar. In contrast to the lack of resemblance of its show they tend the value increasingly similar.

- Cosine between two points x and y is defined as

$$\cos \theta = \frac{x^T y}{\|x\|\|y\|} \quad (1)$$

Where $\|x\|$ defined as:

$$\|x\| = \sqrt{\sum_{i=1}^{n} x_i^2}$$

Where x is the first data and second data y

$$\text{cov}(x, y) = \frac{1}{n} \sum_{i=1}^{n} (X_i - \bar{x})(Y_i - \bar{y}) \quad (2)$$

- The maximum distance between elements in the clusters the distance between two clusters is defined as:

$$d(A, B) = \max_{x \in A, y \in B} \{S_{xy}\} \quad (3)$$

Where Sx is the distance the two data x and y each from cluster A and B

- The minimum distance between elements of each cluster (single linkage cluster)

$$d(A, B) = \min_{x \in A, y \in B} \{S_{xy}\} \quad (4)$$

$$d(A, B) = \max_{x \in A, y \in B} \{S_{xy}\} \quad (5)$$

- The minimum distance between elements of each cluster (single linkage cluster)

$$d(A, B) = \min_{x \in A, y \in B} \{S_{xy}\} \quad (6)$$

Where is the distance S_x,y two data x and y of each of the clusters A and B.

$$d(A, B) = \min_{x \in A, y \in B} \{S_{xy}\} \quad (7)$$

- The average distance between cluster.

$$d(A, B) = \frac{1}{n_A n_B} \sum_{x \in A} \sum_{y \in B} S\{x, y\} \quad (8)$$

where n_A and n_B are the amount of the data in set A dan B

- Centroid linkage with this way the distance between two cluster can be drawn as follow:

$$d(A, B) = s(\bar{x}, \bar{y}) \quad (9)$$

Where: $\bar{x} = \frac{1}{n_A} \sum_{x \in A} x$ dan $\bar{y} = \frac{1}{n_B} \sum_{y \in A} y$

- Ward linkage

$$d(A, B) = \frac{n_A n_B s^2_{AB}}{n_A + n_B} \quad (10)$$

where $s^2_{AB}$ the distance between cluster A and B using centroid linkage

2. Dendogram

Cluster tree or dendogram showing the sequence of how objects are grouped in clusters. X-axis shows the number of objects and the y-axis shows the distance between the object / cluster. Determination of the cluster tree can be done by cutting the cluster tree at a certain height it will be closely related to the grouping of objects that will determine the distribution of the cluster and its members. It can be described as follows [13]:

![Cluster tree image](image)

Fig.1. Cluster tree, from the bottom showing how 5th object be grouping

B. K-Means clustering

From some of the most simple clustering techniques and is commonly known k-means clustering. In this technique want to classify objects into k groups or clusters, to perform clustering, the value of k must be determined beforehand. In common the user or users already have the initial information about the object being studied; including how the most appropriate number of clusters. In detail, can be used to classify an object the size of our dissimilarities. Dissimilarities can be translated into the concept of distance. If the distance of two objects or data points are close enough, then the two objects are similar, the closer resemblance. k-means clustering algorithm has the following steps:

1. Select the number of clusters k.

2. Initialize k cluster centers can be done in various ways, most often done by random, cluster centers are given initial values with random numbers.
3. Place each data / object to the cluster closest proximity of the two objects is determined based on the distance between the two objects. Similarly, the proximity of the data to a particular cluster is determined by the distance between the data center cluster. In this stage, the data needs to be calculated by the distance to each cluster center. The closest distance between the data with a particular cluster will determine the data in the where cluster’s.

4. Recalculate cluster center membership now with Cluster Center is an average of all the data / object in a particular cluster. If desired can also use the median of the cluster. So the average (mean) is not the only measure that can be used.

5. Assign each object again using the new cluster center. If the cluster center has not changed yet, the clustering process is complete. Or back again to the number three to cluster centers in the data could not change anymore.

As it has been said that the mean as the center of clusters can be replaced with other measures such as the median concentration. For certain cases as an alternative to the use of the median of the mean gives better results. With other words, the median is not sensitive to data outliers. Results with clusters using k-means clustering method depends on the value of the initial cluster centers are given. Giving different initial values will yield different clusters. There are several ways to give initial one is to take the initial sample of data and then look for its center; members with random initial value and then specify the initial value or use the results of the cluster hierarchy with an appropriate number of clusters

III. APPLICATION

A. Application data with K-means Cluster.

The purpose of this research is how to determine the three cluster for prediction of the industrial area that will be built in the Industrial Estate. It should be built the industry area for medium enterprises which has good facilities, but to allocate industries to be in all the three types of industry area, namely: the seafood processing industry, wood processing industry and basic chemical industry, plus food. The variable that will be taken as the basis for determining the acreage is each business unit and the amount of investment that will be done; there are hundreds more units that will be made cluster prediction as follows:

<table>
<thead>
<tr>
<th>No</th>
<th>Area (m²) x100</th>
<th>No</th>
<th>Invest (USD) x1000</th>
<th>No</th>
<th>Invest (USD) x1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2,5377</td>
<td>54</td>
<td>0.9311</td>
<td>1</td>
<td>2.2696</td>
</tr>
<tr>
<td>2</td>
<td>3.8339</td>
<td>55</td>
<td>1.1905</td>
<td>2</td>
<td>2.4943</td>
</tr>
<tr>
<td>3</td>
<td>0.2588</td>
<td>56</td>
<td>3.4897</td>
<td>3</td>
<td>2.0226</td>
</tr>
<tr>
<td>4</td>
<td>2.8622</td>
<td>57</td>
<td>3.4094</td>
<td>4</td>
<td>2.8622</td>
</tr>
<tr>
<td>5</td>
<td>2.3188</td>
<td>58</td>
<td>3.4712</td>
<td>5</td>
<td>4.7694</td>
</tr>
<tr>
<td>6</td>
<td>0.6923</td>
<td>59</td>
<td>2.6715</td>
<td>6</td>
<td>5.784</td>
</tr>
<tr>
<td>7</td>
<td>1.5664</td>
<td>60</td>
<td>0.7925</td>
<td>7</td>
<td>6.5784</td>
</tr>
<tr>
<td>8</td>
<td>2.3426</td>
<td>61</td>
<td>3.4897</td>
<td>8</td>
<td>15.5684</td>
</tr>
</tbody>
</table>

From the above data would make into three clusters, then plotted by using the high-level programming language and produced the following results:

Table 1. Data area and investment of various industries.

Source: data planning investment province
From the Figure that shown there are three clusters has divided from 106 data of medium enterprises industries. There are around 26 medium enterprises in cluster three, 49 stand in to the second cluster and 31 in the first cluster. The \textit{silhouette}d value of that data is:

IV. EXPERIMENTAL RESULT

From the process, produce result different cutting cluster points, for K-means show that the cutting point in first cluster is in 31 while for the hierarchy is 52, and for the second cluster one method is 80 and the hierarchy is 86, it shown that there is a little bit different on the cutting point, but generally almost the same. This is summary as follow:

<table>
<thead>
<tr>
<th>Cluster</th>
<th>K-means</th>
<th>Hierarchy</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>31</td>
<td>52</td>
</tr>
<tr>
<td>II</td>
<td>49</td>
<td>34</td>
</tr>
<tr>
<td>III</td>
<td>26</td>
<td>20</td>
</tr>
</tbody>
</table>

In planning cluster first should be for the seafood processing industry the second cluster for wood processing industry and the third for basic chemical industry plus food. For a planner must be manage the condition where the mainly kind of sea food processing, wood processing industry and basic chemical industry plus food where kind of unit able to stand up alone and where is can be nearer with other industry cluster belong them.
In summary, this paper introduces two methods-clustering algorithms to solve clustering problems. First determine the number of clusters. Then with the software process to get the results of the optimization algorithm is applied to find a good final solution. In principle, the K-means more showed a little bit better results, but the method of approaching the desire clustering offer decision area data that some are in a transition area when compared to the K-mean, it was an interesting thing because there are real-industrial could adjacent, though not of a type of industry, but not interfere with each other and affect or it can be interconnected in terms of the product chain. Such as K-means clustering algorithm which has the simplicity and high speed in clustering large datasets? Based on the results of K-means algorithm and the hierarchy in the application to find the final solution of the clustering is to have the good of each, but they can be equated, so that the second method is a robust clustering method. It can be applied as a new clustering method for grouping other problems.
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